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1 Introduction

The rise in global mean sea level, primarily driven by anthropogenic climate change [1], has
led to an increase in the frequency and intensity of floods and extreme sea level events, posing
significant risks to coastal ecosystems and communities [2][3]. These extremes, which have
become more common and severe in recent decades [4][5], can cause hazardous conditions,
including damage to infrastructure and loss of life, especially when changes occur rapidly and

unexpectedly [3].

Particularly vulnerable are shallow, semi-enclosed basins such as the northern Adriatic Sea,
where sea level rise exacerbates the risk of coastal inundation and erosion [6]. In these areas,
extreme sea level events, are driven by a variety of atmospheric, oceanic, hydrological, and
geologic processes. These processes occur over a wide range of time scales - from minutes to

millennia - and across spatial scales that range from localized areas to global extents [7][8].

High-frequency sea level oscillations, occurring on time scales from minutes to hours, also
contribute significantly to extreme sea levels. These oscillations include phenomena such as
tsunamis [9], atmospherically generated seiches [10], meteotsunamis [11][12], edge waves
[13][14], infragravity waves [15][16], and wind-driven waves [17]. Such high-frequency
oscillations are particularly relevant in low-tidal basins such as the Mediterranean Sea, where
they can reach heights comparable to extreme storm surges, making them a critical component
of coastal risk [18]. Consequently, the need for accurate sea level monitoring and forecasting,
crucial for mitigating impacts on coastal communities and improving resilience, serves as the
motivation for this thesis, which focuses on forecasting the height of high-frequency sea level

oscillations.

High-frequency sea level oscillations are primarily driven by intense atmospheric pressure
oscillations and wind bursts. Sudden changes in atmospheric pressure over a body of water can
generate waves that propagate and amplify, resulting in significant sea level oscillations. Wind,

especially when intense, can push water toward the shore, causing temporary sea level rises.

One of the most notable manifestations of high-frequency oscillations are meteotsunamis,
long ocean waves generated by atmospheric disturbances. These disturbances are associated
with atmospheric gravity waves, convective pressure jumps, frontal lines, and wind gusts
[12][19][20][21]. These waves can reach hazardous heights [11][22] at the open coast or
within the bays, and are classified as tsunamis based on their spectral properties, heights, and
impact [12]. The Adriatic Sea is a recognized meteotsunami ,.hot spot”, where these events are
particularly strong [23]. Vilibi¢ and Sepié¢ [18] found a significant positive correlation between
high-frequency sea level oscillations and mid-troposphere wind speed, which often fosters the
formation of convective cells and internal gravity waves, leading to meteotsunamigenic air
pressure jumps [24]. These atmospheric disturbances can generate and significantly amplify

long ocean waves through processes such as Proudman and Greenspan resonance, which occur
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when the speed of the atmospheric disturbance matches the longwave speed of the ocean
waves or the speed of edge waves, respectively [25][26]. Meteotsunamis are further amplified
by coastal topography (shoaling [27] and harbour resonance [12]), and in extreme cases, they
can reach destructive heights [28]. Harbour resonance occurs when the period of incoming

long ocean waves coincides with the period of eigen oscillations of a bay.

In the Mediterranean region, synoptic atmospheric conditions favorable for meteotsunamis
are linked to a distinct Rossby wave pattern at approximately 500 hPa. These conditions
typically include a surface pressure low located west of the affected area, an inflow of warm, dry
air from Africa around 850 hPa, a strong south-westerly wind around 500 hPa, and the presence

of unstable atmospheric layers characterized by a Richardson number of less than 0.25 [23].

Richardson number [29][30] is a measure used to evaluate the stability of fluid flows,
particularly in the atmosphere or oceans. It indicates the balance between two opposing forces:
buoyancy, which tends to suppress turbulence, and wind shear, which tends to generate
turbulence. When the Richardson number is low (typically below 0.25), it suggests that the
shear forces are strong enough to overcome the stabilizing effect of buoyancy, leading to
turbulence and mixing within the fluid. Conversely, a high Richardson number indicates that
the buoyant forces are dominant, which suppresses turbulence and results in a more stable,
stratified flow. This measure is important in meteorology and oceanography because it helps

predict whether air or water will remain stratified or become turbulent.

Local seiches, driven by long ocean waves entering bays, are standing oscillations that can
vary significantly depending on the bay’s shape, size, and depth [31]. Seiches, characterized by
periodic water level rises and falls, can be triggered by atmospheric disturbances, wind, or long
ocean waves [12][21]. Their periods, ranging from minutes to several hours, are influenced by
the basin’s geomorphology, including its length, width, and depth. Seiches can also result from
tsunami-generating processes such as earthquakes, landslides, volcanic eruptions, or meteorite
impacts [32][33].

Numerous studies, particularly focused on the Mediterranean region, have consistently
demonstrated that the most intense atmospherically induced short-period sea level oscillations
typically occur under specific synoptic conditions. The pioneering work in this area was
conducted by Ramis and Jansa [34] for the Balearic Islands. Their research laid the
groundwork for understanding the meteorological factors contributing to these events, leading
to the early development of a probabilistic ,,rissaga” (local name for meteotsunamis) warning
system for Ciutadella by 1985 [35]. This system was based on the principle that the probability
of a strong ,,rissaga” event increases with the similarity between forecasted synoptic fields and
characteristic synoptic situations associated with past events. These conditions included strong
south-westerly winds in the middle and upper atmospheric levels, which played a crucial role
in the rapid propagation of mesoscale meteorological disturbances. The phenomenon of

Proudman resonance was also recognized as essential for the amplification of marine

2
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responses, leading to pronounced sea level oscillations [35]. Satellite imagery provided further
insights, often revealing a recurring pattern, such as a large comma-shaped cloud over North
Africa and the Western Mediterranean, associated with mid-level ascents and south-westerly
flows. This pattern, along with phenomena such as gravity waves and convective nuclei, has
become essential to a conceptual model that helps forecasters predict potential ,,rissaga” events
[35]. An evaluation of this forecasting service in the late 1980s yielded promising results,
although variations in terminology and the lack of permanent mareographs in Ciutadella
before 2007 complicated comprehensive verification. Early studies indicated that most
»rissaga” events were predicted successfully, despite occasional discrepancies in amplitude

predictions (both under- and over-predictions) [35].

The application of neural networks, particularly by researchers at the University of the
Balearic Islands, has further advanced the prediction of ,,rissaga” amplitudes. By training these
networks on historical data, they have improved the ability to predict future events based on

observed or forecasted atmospheric wind-temperature profiles [36].

Sepi¢ et al. [37] investigated the prediction of meteotsunamis through linear correlation
techniques, analyzing historical data to identify predictive patterns. They proposed a
meteotsunami synoptic index linking short-period sea level oscillations in Ciutadella to specific
synoptic variables such as wind speed, direction, temperature and mean sea level pressure
gradients, and relative humidity. Although this approach showed potential, it was limited in
accurately forecasting the magnitude of meteotsunamis, which requires high-resolution

modeling and real-time observations to account for mesoscale atmospheric disturbances.

Bakar Bay in Croatia (location shown in Figure 1) is a pivotal case study for this research,
known for its strong seiches. Numerous studies have focused on the seiches in Bakar Bay
[38][39][40][41]. Sea level measurements in Bakar, ongoing since 1929, represent the longest
oceanographic time series in Croatia. The bay is an elongated basin, 4.5 km long and up to 38

m deep, connected to the Adriatic Sea through a narrow strait (~400 m) [42].

To advance the forecasting capabilities for high-frequency sea level oscillations, this study
proposes the use of deep learning techniques. By applying deep learning to high-frequency
sea level oscillations, I aim to develop a robust model that can accurately forecast these events,
which could provide timely warnings to coastal communities. Other deep learning models
have already been developed, such as HIDRA2 [43], for sea level and storm tide forecasting.
HIDRAZ2 is an advanced convolutional neural network specifically designed to predict total
sea surface height by integrating atmospheric, tidal, and sea surface height data. This model
outperforms previous models in Koper, including its predecessor HIDRA1, and even state-of-
the-art numerical ocean models such as NEMO and SCHISM, from June 1st, 2019 to December
31st, 2020 [43].
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Figure 1: Map showing the location of Bakar Bay in Croatia.

This thesis is organized into the following chapters:

* Chapter 2 provides a foundational understanding of deep learning, covering essential
concepts such as neural networks, convolutional neural networks (CNNs), forward and
backward propagation, and hyperparameters. It sets the stage for the application of these

concepts to the problem of sea level forecasting.

* Chapter 3 details the data collection, preprocessing, and modeling techniques used in the
study. It includes a description of the sea level and atmospheric data sources, the deep
learning model architecture, and the training process. Additionally, it covers the various

configurations and experiments conducted to optimize the model’s performance.

* Chapter 4 presents the findings of the study, including the performance of the
best-performing deep learning model across different forecast lead times, as well as its
comparison with other model variants. The results are analyzed in terms of key metrics
such as RMSE, MAE, bias, and accuracy, with a particular focus on the model’s ability

to predict extreme high-frequency sea level oscillations.

* Chapter 5 discusses the implications of the results, the effectiveness of the model
components, and the impact of various training configurations. It concludes with

recommendations for future research, including potential improvements to the model.
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2 Deep Learning: An Overview of Key Concepts

Machine learning (ML) is a branch of artificial intelligence (Al), focusing on developing
algorithms that allow machines to learn from data and enhance their performance over time
without being explicitly programmed for every task. ML stands out for its ability to learn and
improve through experience, offering a more flexible and powerful approach to

problem-solving [44].

To address a problem computationally, we typically require an algorithm. An algorithm is a
defined set of instructions that transforms input into output. However, explicit algorithms are
difficult to derive for many complex tasks. This is where ML becomes valuable - by leveraging
data, machines can automatically generate the necessary algorithms through learning, even
when explicit solutions are unknown. This algorithm can later be applied to solve problems with
new data [45]. This approach is particularly useful in scenarios where human understanding of

the process is incomplete, but sufficient data exists to model the underlying patterns [46].

Machine learning algorithms can be broadly categorized as supervised or unsupervised based

on the type of experience they are exposed to during the learning process [46]:

* In supervised learning, models are trained on a labeled dataset, where the input data
is paired with the correct output. The goal is for the model to learn the mapping from
inputs to outputs and make predictions on new, unseen data. Common algorithms include

regression algorithms, decision trees, support vector machines, and neural networks.

* Unsupervised learning involves training models on data that is not labeled, meaning
the algorithm must detect patterns and relationships within the data and categorize them
accordingly. This approach is often used for clustering, where the goal is to group similar

data points together.

In traditional machine learning, the techniques were limited in their ability to process raw
data. It must first be transformed into a format that the model can understand. This typically
involves designing a feature extractor that converts raw data, such as pixel values in images,
into a suitable feature vector. This preprocessing step is crucial for enabling the learning
subsystem to detect patterns and make predictions. However, deep learning simplifies this
process by automatically learning to extract relevant features from raw data, eliminating the

need for manual feature engineering [47].

In recent years, deep learning has achieved remarkable success across various domains,
revolutionizing fields such as image or speech recognition and natural language processing
[47]. Deep learning is a subfield of machine learning that focuses on neural networks with
many layers (hence the term ,,deep”) to model complex patterns in data. These networks
are designed to learn hierarchical representations of data automatically [48], making them

particularly powerful for tasks such as, in the context of this thesis, forecasting the height of
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high-frequency sea level oscillations. Deep learning models are typically trained using a large
amount of labeled data (in the case of supervised learning) and require substantial computational

resources.

In this section, I will explore the fundamental concepts of deep learning, including the
structure and function of neural networks, the specifics of convolutional neural networks
(CNNs), the processes of forward and backward propagation, and key hyperparameters that

influence model training and performance.

2.1 Neural Networks

Neural networks are the fundamental building blocks of deep learning, drawing inspiration from
the human brain’s structure. Neural networks aim to imitate biological neurons, using artificial
neurons that operate in a similar way to their biological counterparts. A neural network is
composed of layers of nodes (neurons), where each node represents a mathematical operation.
The network takes input data, processes it through various layers, and produces an output. The
connections between neurons have weights, which are adjusted during the training process to

minimize the difference between the predicted and actual output [49].

A neuron is the fundamental unit of a neural network. Each neuron receives one or more
inputs, processes them, and produces an output. These inputs are typically real numbers, each
associated with a weight that indicates the strength of the connection between neurons. The
neuron calculates a weighted sum of its inputs, adds a bias term, and then applies an activation

function to produce the final output [49]. This process is illustrated in Figure 2.

Bias
b
4 X; Oo——W;
Activation
Function
Output
Inputs< Xz 2 W2 Z === f - &

\x,, O——™w,

Weights

Figure 2: Graphical representation of a neuron in a neural network. Neuron receives multiple inputs,
multiplies them by associated weights, adds a bias, and processes the result through an activation
function to produce an output. Source: [50].
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Mathematically, the output of a neuron can be expressed as [49]

2.1)

where n is the number of features being fed into the neuron, x; represents the input features, w;

are the weights, b is the bias, f is the activation function, and y is the output of the neuron.

Activation functions introduce non-linearity into the neural network and determine the degree

to which a neuron should be activated, thereby influencing its contribution to the network’s

output. Higher values after the activation function indicate a stronger influence of the neuron

on the model. The bias is a constant value added to the weighted sum of inputs before applying

the activation function. This ensures that a neuron can activate even when inputs are zero,

providing the network with greater flexibility to learn complex patterns during training [48].

Common activation functions include the following [51], with others depicted in Figure 3:

* ReLU (Rectified Linear Unit) - one of the most widely used activation functions, which

0.8
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ReLU(z) = max(0, z), (2.2)
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Figure 3: Common activation functions used in deep learning. Source:
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Neurons are organized into layers, forming the structure of deep neural networks, which
typically contain more than two layers. Each layer can have a varying number of neurons, and
all neurons in a layer are fully connected to those in the adjacent layers (Figure 4). The output
of one layer serves as the input for the next. There are three main types of layers in a neural
network [49]:

* Input layer: The first layer of the network, which directly receives the input data. The

number of neurons in this layer corresponds to the number of features in the input data.

* Hidden layers: Positioned between the input and output layers, these layers are the core
computational components. Each hidden layer consists of neurons that apply weights and
activation functions to the inputs, creating intermediate representations of the data. The
depth (number of hidden layers) and width (number of neurons per layer) are key factors

in the network’s learning capacity, enabling the modeling of nonlinear functions.

* Output layer: The final layer of the network, where neurons produce the output

predictions. The number of neurons in this layer is determined by the specific task at
hand.

|

Z2

Z3

Input Values Input Layer Hidden Layer 1 Hidden Layer 2 Qutput Layer

Figure 4: Multilayer neural network with input, hidden, and output layers, showing the fully connected
structure of neurons across adjacent layers. Source: [49].

Several types of neural networks are commonly used, depending on the task [47][49]:

* Feedforward neural networks (FNNs): The simplest type of neural network where the
information moves in only one direction - from the input layer, through the hidden layers,
to the output layer. There are no cycles or loops in the network. They are typically used

for tasks such as classification and regression.
* Convolutional neural networks (CNNs): Highly effective for processing grid-like data,

such as images. They are of particular relevance in this thesis due to their ability to

analyze both spatial and temporal dimensions effectively.
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* Recurrent neural networks (RNNs): Designed to handle sequential data, such as time
series or natural language. RNNs maintain a memory of previous inputs in the form of

hidden states, making them effective for tasks where context or sequence matters.

2.2 Convolutional Neural Networks

Convolutional neural networks (CNNs) are specialized types of neural networks designed to
process grid-like data, such as images. Artificial neurons in CNNs extract features of small
portions of input images called receptive fields. There are two types of layers in CNNs -
convolutional and pooling layer. In the convolutional layer, a convolution operation involves
sliding a filter or kernel across the input data in steps, known as stride, to produce a feature map
(Figure 5A) [48]. The filter is a small matrix of weights that are trained during the learning
process to detect specific features such as edges, textures, or patterns. This involves taking
the dot product between the filter and the local region of the input that it covers, producing a
single output value in the feature map. After convolution, the feature maps are passed through
an activation function. A pooling layer (Figure 5B) downsamples the feature maps, reducing
their dimensionality and variance while preserving important features. Most common pooling

operations take the mean or maximum value in the pooling window [49].

An encoder in the context of CNNs refers to the part of the network that processes the input
data and transforms it into a lower-dimensional representation. This is done through a series of
convolutional and pooling layers that reduce the spatial dimensions of the data while capturing

the essential features [52].

After the convolutional and pooling layers, the neural network moves into fully connected
layers, where the extracted features are processed. In these layers, the outputs from the previous
layers are flattened into a one-dimensional vector. Each neuron in a fully connected layer is
linked to all neurons in the preceding layer. This dense connection allows the model to make
informed decisions based on the comprehensive set of learned features [52]. Training CNNs

can be computationally expensive, often requiring high-performance GPUs.

Residual connections are a fundamental concept in deep learning, particularly in the design
of deep neural networks such as ResNets (Residual Networks). In traditional deep networks,
each layer feeds into the next, meaning the output of one layer becomes the input of the next.
Residual connections allow the network to ,,skip”” one or more layers and pass the input directly
to a subsequent layer. Essentially, the output of a layer is added to the input of a layer further
down the line [53].
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Figure 5: Illustration of convolutional neural networks (CNNs). A) In the convolution layer, fields
(different color blocks in the table) of the input patch (represented by a) are multiplied by matrices
(convolution kernel, represented by k). B) In the pooling layer; the results of convolution are summarized
(the max-pooling is taken as an example here). a;j, c;j, k;j represent the number located in line i and
column j in the corresponding matrix. Source: [48].

2.3 Forward and backward propagation

During forward propagation, the input data is passed through the network layer by layer to
compute the output. At the start of training, weights and biases are randomly initialized. If
the output does not closely match the target label, the weights and biases need adjustment.
Given that numerous weights connect each input to the output in neural networks, the learning
algorithm plays a crucial role. The loss function, such as mean squared error (MSE), quantifies
the difference between outputs and labels, with the objective of minimizing this loss during

training [49].
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Forward propagation starts at the input layer, where the input data (features) is fed into the
network. Each feature corresponds to a neuron in the input layer, and each input is multiplied
by a weight - a parameter learned during training. Additionally, each neuron has a bias term
added to the weighted sum of inputs. The formula for this weighted sum (often referred to as

the pre-activation value) for a neuron j in layer [ is [49]
0= 3wl 1), 23)
i=1

©
ij
i-th neuron in the previous layer and the j-th neuron in the current layer, a

where n is the number of neurons in the previous layer (I — 1), w;; is the weight between the

El_l) is the activation
of the 7-th neuron in the previous layer, bg»l) is the bias term for the j-th neuron in the current
layer, and zj(l) is the pre-activation value for the j-th neuron.

The pre-activation value zj(-l) is then passed through an activation function f, which introduces

non-linearity into the model. This allows the network to capture complex patterns in the data.

(0

The output of this function, known as the activation a i is calculated as [49]

ag.l) = f(z](.l)). (2.6)

The activations from the current layer are passed on to the next layer as inputs. This process
is repeated for all hidden layers in the network. Finally, the output layer provides the prediction
of the network. Depending on the task, this output could be a single value or multiple values

(as in regression) or a probability distribution across multiple classes (as in classification) [49].

Backward propagation (or backpropagation) is the process by which the neural network learns
from the errors it makes. This process involves calculating the gradient of the loss function with
respect to (w.r.t.) each weight and bias in the network and then updating these parameters
to minimize the loss. The loss function L measures the difference between the network’s
prediction ¢ and the target value y. For instance, in a regression task, the mean squared error
(MSE) is commonly used [49]

L(j,y) = (5 —y)* 2.7)

The gradient of the loss function indicates how much the loss will change if the weights and
biases are changed slightly. For a weight w, the gradient is denoted as g—i. Backpropagation
utilizes the chain rule from calculus to propagate the error backward through the network. The

chain rule allows the computation of the derivative of a composite function. For each weight
)

w;; , the gradient is computed as [49]
@ 0]
OL _ oL da; . 0z; 2.8)
ﬁwg-) 8a§l) sz(l) 8@%1)’
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. . o . aall
where % is the gradient of the loss w.r.t. the activation at neuron j in layer [, % is the
aj Zj

0

gradient of the activation w.r.t. the pre-activation value, and ﬁ is the gradient of the weighted
W

sum w.r.t. the weight.

Once the gradients are calculated, the weights and biases are updated using an optimization

algorithm such as gradient descent. The update rule for a weight is [49]

oL

ij

2.9)

where 7 is the learning rate, a small positive value that controls the step size of the update
while moving toward a minimum of the loss function. A lower learning rate ensures gradual
progress, while a larger rate may speed up training but risk overshooting the optimal values and

encountering divergence.

The same process goes for the bias, yielding [49]

o, o 0L
b o Lot (2.10)
J

This process is repeated iteratively over multiple epochs (complete passes through the training
dataset). Over time, the model’s parameters converge to values that minimize the loss function,

improving the model’s accuracy.

Several optimization algorithms have been developed to improve the efficiency and

effectiveness of the backpropagation process. Here are some common ones:

* SGD (Stochastic Gradient Descent) [54] is a popular optimization algorithm that updates
weights based on the gradient of the loss function. This algorithm uses a single data point
at a time to compute the gradient. For each iteration, the algorithm randomly (hence
stochastic) picks one data point from the dataset and computes the gradient based on this
single point, introducing high variance.

* AdaGrad [54] adapts the learning rate for each parameter by scaling it inversely
proportional to the square root of the sum of all previous squared gradients for that
parameter. Formula: w = w — \/GL—H - VwJ(w,b), where G is the sum of squared

gradients, and e is a small constant to avoid division by zero (default 10%).

* Adam (Adaptive Moment Estimation) [54][55] computes adaptive learning rates for
each parameter by storing both exponentially decaying averages of past gradients (first
moment) and squared gradients (second moment). Formulae: m; = S1m;_1 + (1 — 51) g,
v; = [ovi_1 + (1 — Ba)g?, where m; and v; are the first and second moments,
respectively. g; is the gradient at time step ¢, and [3; is a decay hyperparameter (typically
around 0.9), 5 is another decay hyperparameter (typically around 0.999).
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Since the estimates m; and v, are initialized as zero vectors, they are biased towards zero,

especially during the initial steps. Adam introduces bias-corrected estimates to mitigate

this effect. Formulae: m,; = %, Uy = % Here, m; and ¥, are the bias-corrected first
1 2

and second moments, respectively.

A

Finally, w = w — \/—ﬁltimt.

* AdamW [56] is an improvement over the traditional Adam optimizer. The primary
difference is how the weight decay regularization is applied. AdamW decouples the
weight decay from the gradient update, applying it directly to the weights after the update
step. This leads to more effective regularization and often results in better generalization.
The weight update in AdamW is similar to Adam, with an additional step for weight
decay.

Formula: w = w — \/7717 +emt —n-A-w. Here, X\ is the weight decay coefficient, with 0.01
default value. The first term handles the optimization step, while the second term handles

the decoupled weight decay.

2.4 Hyperparameters

Hyperparameters are settings that are not learned during training but are set before the training
process begins. The role of hyperparameters is critical to the performance and effectiveness of
a model. Common hyperparameters include batch size, number of epochs, and regularizations
such as dropout. Other hyperparameters include learning rate, activation functions, optimizer,
number of layers and neurons, and kernel size in CNNs, but they have already been explained
in the previous subsections. Adjusting these hyperparameters is demanding and requires many

attempts to determine the optimal values.

Training is conducted over a number of epochs, which corresponds to the number of complete
passes through the entire training dataset. While too few epochs can lead to underfitting, too
many can cause overfitting, where the model performs well on training data but poorly on

unseen data (Figure 6).

Underfit Optimal Overfit
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Figure 6: Examples of underfitting, optimal fit, and overfitting. Source: [57].
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Typically, a dataset is divided into training, validation, and testing subsets. The model
is trained on the training data, while its performance is evaluated and fine-tuned using the
validation data to gauge how well it generalizes to unseen data. The key is to find the ,,sweet
spot” (Figure 7), where the validation loss continues to decrease up to that point, ensuring
effective learning, but begins to increase afterward, indicating overfitting. Finally, the model is

tested on the testing data to make final predictions and assess its generalization performance.

|
Error Under- I Over-
B I Sh s . 0
fitting i fitting Validation
: set
|
|
|
|
|
|
|
|
|
|
|
1
]
I
1
I
“sweet spot” n Tratahg
P e, | set
1 .
Number of
iterations

Figure 7: Training vs. validation loss over epochs - identifying the ,,sweet spot” between underfitting
and overfitting. Source: [58].

The dataset is typically split into batches, with weights updated after processing each batch.
This approach mitigates the computational and time costs associated with performing
backpropagation on the entire dataset at once. A larger batch size includes more data points,
leading to more accurate gradient estimates and more stable updates during training. However,

finding the optimal batch size often requires experimentation.

Dropout regularization is a technique used in neural networks to prevent overfitting by
randomly ,,dropping out” (i.e., setting to zero) a fraction of the neurons during training. The
dropout rate (a hyperparameter) controls the fraction of neurons to drop out. For example, a
dropout rate of 0.5 means that each neuron has a 50% chance of being dropped. By preventing
the network from becoming too reliant on specific neurons, dropout helps the model generalize

better to unseen data [59].
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3 Materials and Methods

In this section, I present the essential materials and methods utilized in this research. I start by
describing the sources and preprocessing of both tide gauge and atmospheric training data.
Next, I describe the deep learning model architecture and training procedures, highlighting the
techniques used to enhance model performance, especially for extreme events. I also discuss
input data variations studies conducted to identify the most effective model configuration,

followed by the evaluation methods employed to assess model performance.

3.1 Tide gauge training data

The sea surface height (SSH) data, with a 1-minute temporal resolution, was obtained from
the mareographic station in Bakar (latitude 45° 18.3” N, longitude 14° 32.4’ E), maintained
by the Department of Geophysics at the Faculty of Science, University of Zagreb. The sea
level measurements used in this study span the period from June 28th, 2003 to December 31st,
2023. Data quality control was performed by the Department of Geophysics, where the data

was cleaned to remove obvious outliers.

The dataset contains some gaps, which were addressed through interpolation. Specifically, I
applied linear interpolation to fill gaps shorter than 5 consecutive hours, while gaps exceeding
this threshold were left unaltered. To determine the validity of the dataset, I first identified days
with missing values in the interpolated SSH time series. Days without missing values were
considered complete. For a day to be classified as valid, it had to meet the following criterion:
the data must be complete for that day, as well as for the preceding day and the subsequent two
days, ensuring a total of four consecutive days with complete data. In total, I identified 6,994

valid days, indicating that 93.4% of the dataset was usable for the research.

To isolate high-frequency sea level oscillations (hereafter referred to as HF-SLO) from lower-
frequency components, I employed a Butterworth band-pass filter. The low-frequency cutoff
was set at ﬁ Hz, corresponding to a period of 1 hour, while the high-frequency cutoff was
ﬁ Hz, corresponding to a period of 3 minutes. I selected these cutoff periods based on

the characteristic seiche periods of around 20 minutes in Bakar Bay [38], making it essential

set at

to capture frequencies in this range. I considered components with periods longer than 1 hour
irrelevant for the analysis. Only frequencies up to half the sampling rate (% Hz) were retained
to adhere to the Nyquist criterion'. I set the filter order to 20 to achieve a sharp transition
between the passband and the stopband, effectively isolating the desired frequency range. The

functions used for extracting HF-SLO are provided in Appendix A.

IFor discrete time series data, such as the 1-minute interval SSH measurements, this means that frequencies
above half the sampling rate (known as the Nyquist frequency) cannot be accurately represented and may result in
aliasing — where higher frequencies are indistinguishably mapped to lower frequencies [60].
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The resulting filtered signal, representing the HF-SLO, is shown in Figure 8a for the year
2014 alongside the measured total sea surface height. In Figure 8b, the time series is zoomed

in to focus on a 2-day period, allowing for a clearer view of the filtering effect.
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Figure 8: a) Time series of SSH and its high-frequency component for the year 2014; b) Zoomed-in view
of the upper figure from June 24th, 12:00 to June 26th, 12:00.

To incorporate the frequency content of the band-pass filtered SSH data for each day into the
model training, I computed the power spectral density (PSD). The PSD provides a measure of
the signal’s power distribution across different frequencies. This computation involved applying
the fast Fourier transform (FFT) to the SSH time series, converting it from the time domain to

the frequency domain.
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To mitigate noise and enhance the interpretability of the spectral data, I applied a moving
average filter to the computed spectrum for each day. This smoothing was done using a
convolution operation with a uniform window of size 250 points, emphasizing significant
frequencies while suppressing the impact of noise. The power spectra of the total SSH and the
band-pass filtered SSH, along with the smoothed spectra, for the entire period are presented in
Figure 9a. A distinct peak observed around a period of 20 minutes corresponds to the seiche
frequency of Bakar Bay [38]. Earlier studies [61] identified three fundamental modes at
periods of 26.9, 22.3, and 19.7 minutes, as well as higher modes at periods of 7.8 and 4.3

minutes [42]. These modes can be observed on Figure 9b.
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Figure 9: a) Power spectral density of the SSH time series from the Bakar tide gauge, including the

band-pass filtered SSH and its smoothed spectrum; b) Zoomed-in view of the spectrum, focusing on the
period range from 3 minutes to 30 minutes.
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To enhance the model’s performance in forecasting extreme HF-SLO events, I employed an
oversampling technique. I defined extreme events as days where the HF-SLO exceeded the
99.99th percentile of its entire time series, corresponding to 19.2 cm in height. While this
threshold may not signify extreme conditions in a broader context, it represents significant
variability for Bakar Bay. Given the rarity of such events within the training period, I
implemented oversampling to balance the training dataset and improve forecasting accuracy. |
divided the training dataset into two subsets based on this threshold: one containing extreme
HF-SLO events and the other comprising all HF-SLO events. The extreme events accounted
for 108 days, representing 1.83% of the days included in the training period. During model
training, samples were drawn from these subsets with a probability distribution of 10% for the
,extreme events” subset and 90% for the ,,all event” subset, ensuring that the model was

adequately exposed to extreme HF-SLO events.

For training the model, tide gauge input features were derived from the previous 24 hours
up to the current time (0 h). The inputs include HF-SLO and their power spectrum, both
represented as 1-dimensional data. The target values for the model are the absolute values
of maximum daily HF-SLO amplitudes. Typically, the negative and positive maxima of the
HF-SLO are comparable. Consequently, I did not differentiate between the two extremes.
The model’s objective is to forecast the maximum daily HF-SLO amplitude up to 72 hours

in advance (i.e., from the current time, O h, to 72 h into the future).

To ensure that all features contribute proportionately to the model, I standardized the data
before the training. Standardization brings the features to a common scale, centered around zero
with a standard deviation of one. Standardization was performed using the following formula

r—p
Ty = ; (3.1

g

where z is the standardized value, z is the original value, p is the mean value of the variable,
and o is the standard deviation of the variable over the entire period, from June 28th, 2003 to
December 31st, 2023. The calculated mean and standard deviations for tide gauge data can be
found in Table 1.

Table 1: Mean and standard deviation values for tide gauge variables.

Tide Gauge Variable Mean Standard Deviation
HF-SLO [cm] 3.8-107° 2.0
Smoothed spectrum [cm?/min] 20.7 29.3
Unsmoothed spectrum [cm?/min] 24.3 73.0
Daily maxima of HF-SLO [cm] 6.2 4.5
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3.2 Atmospheric training data

All atmospheric data used in this study were obtained from the ERAS reanalysis datasets [62],
available through the Copernicus Climate Data Store. The atmospheric variables downloaded
from the “ERAS hourly data on pressure levels from 1940 to present” dataset [63] include the
eastward (u) and northward (v) wind components, temperature (7), specific humidity (g), and
geopotential (z). Mean sea level pressure (MSLP) data were obtained from the “ERAS hourly
data on single levels from 1940 to present” dataset [64]. The data cover the period from June
2003 to December 2023. The downloaded ERAS data have a temporal resolution of 1 hour and
a spatial resolution of 0.125° x 0.125°. For the analysis, all atmospheric input fields from ERAS
were cropped to focus on the Adriatic basin, represented by a 5672 spatial grid, ranging from
39° N to 46° N and from 12° E to 21° E.

The hourly atmospheric data were downloaded from the ERAS reanalysis at five pressure
levels: 1000, 850, 700, 500, and 400 hPa. Four of these five pressure levels were utilized
in the model - 1000, 850, 700, and 500 hPa - for the downloaded data. The 400 hPa data
were specifically acquired to calculate the Richardson number between the layers 1000 and
850 hPa, 850 and 700 hPa, 700 and 500 hPa, and 500 and 400 hPa, due to the significance of
the Richardson number in the upper atmospheric layers [23]. This approach results in a 4D
input field for the Richardson number, aligning with the dimensionality of other atmospheric

variables used in the model training.

Richardson number, Ri, represents a measure of atmospheric stability and is given by the

-1
g A0 [Au\ [Av)?
Ri = 25 : ZS;; (:(iZS:;:> + (:ZS:;:) :) 5 (3.2)

where ¢ is the acceleration due to gravity, @ is the average potential temperature between two

following formula [30]

pressure levels, % is the change in potential temperature with height, and % and % are the

vertical gradients of the v and v wind components, representing vertical wind shear.

To calculate the Richardson number, the first step involved converting the geopotential at
each pressure level into height, expressed in meters. I achieved this conversion by dividing the
geopotential values by the gravitational constant, g. Next, I determined the potential
temperature, ¢, for each pressure level P. 1 calculated the potential temperature from

temperature 7', using the formula [65]

R/cp
0_1T. (%) , 3.3)

where Fj is a reference pressure (1000 hPa), R is the specific gas constant for dry air (287.05
J/(kg-K)), ¢, is the specific heat at constant pressure, which equals 1005 J/(kg-K) for dry air.
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The atmospheric input data includes mentioned variables from the previous 24 hours to 72
hours into the future. Examples of atmospheric fields are shown in Figure 10. I standardized
these data according to equation (3.1), described in the previous subsection. However, due to
the large file sizes and the extensive computation time required, standardization was performed
only for the years 2005, 2010, 2015, and 2020. The calculated mean and standard deviations

for atmospheric data are shown in Table 2.
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Figure 10: Selected snapshots of original ERA5 atmospheric fields.

Table 2: Mean and standard deviation values for atmospheric variables.

Atmospheric Variable | Mean | Standard Deviation

q [kg/kg] 0.004 0.003

T [K] 274.2 13.0

u [m/s] 3.2 6.9

v [m/s] -0.8 6.7

MSLP [Pa] 101584 65
2 [m?/s?] 25379 20187

Ri 21.8 21.2

The training set encompasses the period from the start of the valid days, beginning on June
28th, 2003, through December 31st, 2020. This dataset includes only those days identified as
valid based on the criteria established for data completeness.

3.3 The network training, validation, testing, Model selection

I organized the data used in this study into PyTorch files (.pt file extension). Each file contains
atmospheric data spanning from 24 hours before to 72 hours after the forecasting window, tide
gauge data covering the 24-hour period leading up to the forecasting window, and target data

representing the next three days.
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I trained the deep learning model proposed in this thesis using the MSE loss function, which
quantitatively measures the difference between the forecasted values and the ground truth. The
model was optimized using the AdamW optimizer, an advanced variant of the Adam optimizer
[56], with parameters 3; = 0.9, B2 = 0.999, and A = 0.01. I set the base learning rate to
1075, ensuring gradual and steady progress in minimizing the loss function while allowing the

adaptive learning rate mechanism to fine-tune adjustments during training.

The training process involved a batch size of 128 file samples, with the model being trained
over 30 epochs, allowing the model to iterate over the dataset multiple times, improving its
ability to generalize from the training data. Each epoch consisted of 46 training steps (batches).
The entire training process required approximately 3 to 3.5 hours on a single NVIDIA RTX
AS5000 graphics card [66] (CUDA version 12.4), a high-performance GPU that facilitated the
efficient handling of large-scale data and complex model computations. I implemented and
trained the model using the PyTorch framework, a widely recognized tool in the deep learning
community for its flexibility and ease of use [67].

I validated the model using data from the year 2021, and conducted the final forecast (testing)
on data from the years 2022 and 2023. I prepared the validation and testing datasets in the same
manner as the training dataset. During the validation period, I identified five extreme events, and
the testing period contained 15 such events. These extreme events were of particular interest,
as they are more challenging to forecast and can have significant impacts on coastal areas,

including the risk of flooding.

I carried out training and validation concurrently, allowing for real-time assessment of the
model’s performance on unseen data. After each epoch, I evaluated the model on the validation
dataset to assess its ability to generalize. The validation dataset was processed in batches of
16 file samples, with the MSE loss criterion applied to each batch. I observed that the model
encountered difficulties in accurately forecasting extreme events, which often led to significant

spikes in batch loss during validation.

Therefore, to select the best-performing model, I took the following approach: the model
corresponding to the epoch where the highest spike in validation batch loss reached its
minimum, relative to other epochs, was deemed the most effective. I prioritized this method
over selecting the model with the lowest average epoch validation loss, as it specifically
targeted the model’s ability to forecast extreme events. An increasing validation loss would
indicate a decline in the model’s generalization ability, suggesting overfitting or other issues,
with train loss still decreasing. This selection process is illustrated in Figure 11b, where it is
evident that the spike in validation batch loss reached its minimum in the 15th epoch,
signifying the optimal model for forecasting extreme events. In contrast, Figure 11a shows that
the lowest average validation loss occurred in the 28th epoch. However, this did not
correspond to better forecasting accuracy during the testing period in preliminary tests, further

supporting the chosen model selection strategy.
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Figure 11: a) Average train vs. average validation loss per epoch, highlighting the 28th epoch with the
lowest overall loss; b) Validation batch loss, indicating the 15th epoch as the point where the highest
spike in batch loss reached its minimum, marking the selection of the optimal model for forecasting
extreme events.

3.4 Model architecture

The model presented in this thesis is a deep convolutional neural network designed to forecast
the absolute values of future daily maxima of HF-SLO. This model leverages heterogeneous
data, including atmospheric and tide gauge data to make the forecast over the next 3 days.
To enable the model to account for the influence of atmospheric conditions on HF-SLO, the
network incorporates the forcing data over a range of time steps from the previous 24 hours
to 72 hours ahead. The tide gauge data are considered only for the 24 hours leading up to the
forecast window.

Figure 12 provides a summary of the model’s architecture and its key components. The
atmospheric encoder processes 4D atmospheric input tensors. It extracts both spatial and

temporal features by using 3D and 1D convolutional layers. The output vector from the
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atmospheric encoder and the 1D input tide gauge vectors are each passed through fully
connected (dense) layers. The resulting outputs are then combined in a fusion-regression
block, which consists of a series of fully connected layers, ultimately leading to the final
forecast outputs. The whole model architecture can be found in Appendix B. Detailed

descriptions of each component of the architecture are provided below.
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Figure 12: Overview of the model architecture with its key components.

3.4.1 Atmospheric encoder

The atmospheric encoder comprises two stages. The first stage utilizes a 3D max-pooling
operation followed by several distinct 3D convolutional layers to process different input
atmospheric components independently, including wind, specific humidity, temperature,
geopotential, Richardson number, and mean sea level pressure. The 3D convolutional layers
are designed to extract spatio-temporal features from the atmospheric data. The second stage
of the atmospheric encoder employs a 1D convolutional layer, followed by two blocks with
residual connections, for temporal feature extraction. Residual connections [53] enable the
network to preserve or improve its performance by learning incremental features rather than
redundant or irrelevant ones. This approach ensures that important information from earlier

layers is retained, helping to preserve useful features throughout the network.

The atmospheric input tensors for the Adriatic basin are represented by a nx56x72 spatial
grid over 96 hourly time steps, where n is the number of vertical dimensions, which act as a

number of channels.

The first stage of the atmospheric encoder processes each atmospheric input tensor (g, 7, u,
v, z, Ri, MSLP) independently. The structure for the first stage is illustrated in Figure 13. 1

concatenated the two wind components (¥ and v) into a single tensor along the vertical
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dimension. Each input tensor undergoes initial downsampling using a 3D max-pooling
operation with a kernel size of 1x2x2 and stride 1x2x2, reducing the spatial dimensions
while preserving the temporal dimension. Consequently, each atmospheric tensor has a shape
of nx96x28x36. I employed max-pooling as the initial operation to downsample the input
atmospheric data. I chose this approach primarily to reduce the dimensionality of the feature
maps, ensuring that the model training process remained within memory constraints. I selected

max-pooling over average pooling because it yielded better results in preliminary tests.

Then, I applied a series of 3D convolutional layers followed by ReLLU activation functions and
dropout to each tensor. I used a dropout rate of 0.1 throughout the model to prevent overfitting.
The first convolutional layer employs a kernel size of 2x3x3 with a stride of 2x3x3 and 64
output channels, producing a tensor of shape 64x48x9x12. The second convolutional layer,
with a kernel size of 1x3x3, stride 1x3x3, and 256 output channels, results in a tensor of
shape 256x48x3x4. The final convolutional layer uses a kernel size of 1x3x4 with 512

output channels, yielding a tensor of shape 512x48.
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Figure 13: Diagram illustrating the first stage of the atmospheric encoder, where each atmospheric
input tensor undergoes downsampling via 3D max-pooling, followed by a series of 3D convolutional
layers with ReLU activation and dropout, resulting in a tensor of shape 512 x48. The variables n, k, and
s denote the number of output channels, the kernel size, and stride, respectively.

The structure for the second stage of the atmospheric encoder is shown in Figure 14. I
concatenated the outputs from the first stage to form a tensor of shape (6:512)x48. Following
the spatio-temporal feature extraction, I applied a 1D convolutional layer with a kernel size of 5,
stride of 1, and 256 output channels to capture temporal dependencies across the concatenated
features. This results in a tensor with dimensions 256 x44. 1 chose a kernel size of 5 to ensure
a receptive field of at least 10 hours, as the kernel size is multiplied by 2 due to the temporal

stride of 2 in the first stage of the atmospheric encoder.

The resulting tensor is further processed by two blocks with residual connections, each
involving 1D convolution with a kernel size of 1, stride of 1, and 256 output layers, followed by
SELU activation function, and dropout. Subsequently, flattening converts the output tensor into

a 1D vector of size 11264 (i.e., 256-44), representing the number of features.
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Figure 14: Diagram illustrating the second stage of the atmospheric encoder, where the concatenated
output tensor (6-512)x48 from the first stage undergoes 1D convolution, followed by two residual blocks,
each applying 1D convolution with SELU activation and dropout, to capture temporal dependencies,
culminating in a flattened vector of size 11264. The variables n, k, and s represent the number of output
channels, kernel size, and stride, respectively.

3.4.2 Fusion-regression block

The fusion-regression block combines the output vector from the atmospheric encoder with tide
gauge vectors, which include HF-SLO and their spectral density, both from the previous 24
hours. The structure of the fusion-regression block, including the final forecast layer, is shown
in Figure 15. Each 1D input signal is passed through a fully connected layer, producing three

feature vectors of size 512.

The processed signals are then concatenated and passed through four blocks with residual
connections, each including a fully connected layer, producing a vector of size 3-512, followed
by SELU activation and dropout. The combined features are then passed through a fully
connected layer to produce a feature vector of size 8192. The final fully connected layer maps
the combined features to a 3-dimensional output, representing the maximum height of HF-SLO

for the next 3 days.
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Figure 15: Diagram illustrating the fusion-regression block, where the output vector from the
atmospheric encoder is combined with tide gauge vectors. Each input is processed through fully
connected layers, followed by residual blocks, to produce a feature vector that is mapped to a 3-
dimensional output representing forecasted maximum heights of HF-SLO for the next 3 days.
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3.5 Input data variations and performance measures

I trained various model variants to explore the impact of different hyperparameters and input
training data on the performance of the deep learning network. The primary objective was to
identify the model configuration that delivers the best performance, particularly in forecasting
extreme events, which are of significant interest in this study. I initially trained the network
using a specific set of hyperparameters and input data as outlined in Section 3.3, which

corresponds to the best performance, as will be shown in Section 4.

The purpose of the ablation study was to assess the individual contribution of specific input
features and oversampling technique to the model’s performance. This involved systematically
removing some components from the training dataset and evaluating the impact on model

performance:

* To determine the significance of the Richardson number and the frequency spectrum
in training, I excluded these features from the dataset. This approach allowed us to
isolate their individual impact on the model’s performance. In the forward pass of the
architecture, it was necessary to exclude the spectrum in the fusion-regression block and
change the number of output channels in the residual connection to 2-512 to ensure that
tensor dimensions aligned correctly during element-wise addition, preventing dimension

mismatches.

* [ also removed the oversampling used to balance the training data, assessing its influence

on the model’s ability to forecast extreme events.

In addition to the ablation study, I explored alternative training configurations to determine if

different approaches could yield better results:

* | experimented with oversampling ratios of 20%, 30%, and 50% to examine whether
increasing the proportion of extreme events in the training data would enhance the

model’s forecasting capability for such events.

* [ also trained the network with batch sizes of 64 and 256 to evaluate the impact of batch
size on the model’s performance. The batch size affects the frequency and intensity of
weight updates during backpropagation, which can influence how well the model learns

from the data.

* To evaluate how spectral smoothing affects model performance, I conducted training
using an unsmoothed spectrum by omitting the moving average applied during
preprocessing.

* I also took a larger spatial domain into account covering the Mediterranean region,
ranging from 35° N to 46° N and from 2° W to 21° E, represented by an 87 x 186 spatial
grid. The only architectural modification required was an adjustment in the kernel size -
from 1x3x4 to 1x4x10 - in the final 3D convolution layer of the first stage of the

atmospheric encoder. This change ensured that the atmospheric data had the appropriate
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shape to pass through the first 1D convolution in the second stage of the atmospheric
encoder. Additionally, I conducted the training with a batch size of 32 due to RAM
limitations. I standardized the data from the Mediterranean region using the same mean

and standard deviation values derived from the Adriatic region, using equation (3.1).

To ensure consistency and eliminate the influence of randomness, I trained all model variants

using the same initial weights and biases.

To evaluate and compare the performance of all model variants on the testing dataset, I
calculated several evaluation metrics. I computed these metrics both for the entire dataset,
providing an overall assessment of model performance, and separately for extreme and non-
extreme events, offering insights into the model’s handling of particularly challenging or typical
scenarios. [ defined extreme events as per the criteria outlined in Section 3.1. I used the

following metrics:

* Mean absolute error (MAE) - the average of the absolute differences between forecasted

Yprea and ground truth g, values (n is the number of forecasts)
1 n
MAE = — Z_; [Yipred — Yirurn- (3.4)

* Root mean square error (RMSE) - the square root of the average squared differences

between forecasted and ground truth values, which emphasizes larger errors

n

1
RMSE =, |~ > (yiprea — Yiarun)? (3.5)

i=1

* Bias - the average difference between forecasted and ground truth values, indicating
whether the model consistently overestimates or underestimates the target variable. A

bias close to zero is ideal. The bias is calculated as

n

) 1
Bias = ﬁ Z(yi,pred - yi,truth)- (36)

i=1

* Forecasting accuracy - I established the accuracy thresholds for evaluating forecasts
based on one standard deviation of the ground truth values from the testing period.
Specifically, I calculated these thresholds as 4.39 cm for overall performance, 3.27 cm
for non-extreme events, and 5.26 cm for extreme events. These values served as the
thresholds to define the forecasting accuracy metric, which is the ratio of forecasts
falling within these specified error margins to the total number of forecasts. This
approach ensures that the accuracy metric remains meaningful and appropriately

stringent, accurately accounting for the variability inherent in the data. By using these
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calculated thresholds, the evaluation avoids artificially inflated accuracy scores that

could result from overly lenient thresholds, especially when distinguishing between
models with different input features or parameters.

I considered the model variant that achieved the best performance metrics, especially on

extreme events, to be the most effective. Given the focus on accurately forecasting higher

amplitudes of HF-SLO, I prioritized the ability to model extreme events over lower amplitude

forecasts, which were performing adequately, as will be demonstrated in Section 4.
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4 Results

In this section I present the outcomes of the experiments conducted to evaluate the performance
of the deep learning models designed for forecasting the daily maxima of high-frequency sea
level oscillations. 1 tested various model configurations, each with different input features,
hyperparameter settings, and architectural modifications. The results are organized to first
provide an overview of the best-performing model, followed by a detailed analysis of other
model variants. Visual representations of the results are also provided to support the findings.
The key metrics considered in this analysis include root mean square error (RMSE), mean
absolute error (MAE), model bias, and forecasting accuracy, with a particular emphasis on the

model’s ability to forecast extreme events.

4.1 Model performance analysis

To evaluate the model’s forecasting capabilities across varying forecast lead times, I constructed
three distinct time series from daily forecasts, spanning the testing period from January 1, 2022,
to December 31, 2023. These time series correspond to forecast lead times of 24, 48, and 72
hours. The first series aggregates forecasts for the first day (lead time 24 h), the second series
compiles forecasts for the second day (lead time 48 h), and the third series includes forecasts
for the third day (lead time 72 h). This methodology allows for a comprehensive examination

of the model’s performance as the forecast horizon extends.

Figures 16 and 17 present the time series comparison between the forecasted and observed
daily maxima of HF-SLO for the three lead times in 2022 and 2023, respectively. It is evident
that the model’s forecasting accuracy diminishes as the lead time increases, in particular for
extreme events. At the 24-hour lead time, the model more closely tracks the observed values,
capturing the peaks of the HF-SLO with relatively high accuracy. However, as the forecast
horizon extends to 48 and 72 hours, the amplitude of forecasts tends to deviate more from the
observed values, especially during extreme events. Generally, the model tends to underestimate
the peak values for all three forecast lead times. This is particularly evident in specific periods,
such as August and September of 2022, and July and August of 2023, where the model struggles
to capture the extremes accurately. For lower amplitudes, the differences between lead times
are less pronounced, indicating that the model maintains similar accuracy across all lead times

for non-extreme events.

However, it is important to note that the model occasionally forecasts negative values, which
are not physically meaningful in this context, as I am forecasting the absolute values of
maximum daily HF-SLO amplitudes. These negative predictions should be disregarded in the

analysis, as they do not represent valid outcomes.
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Figure 16: Time series comparison of forecasted versus observed daily maxima of HF-SLO for 2022. The figure shows the model’s performance across three
lead times: 24 hours, 48 hours, and 72 hours. It highlights the model’s accuracy in capturing extreme events and its tendency to underestimate peak values as
the forecast horizon extends.
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Figure 17: Same as Figure 16 but for the year 2023.
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I quantitatively assessed the performance of the model across different lead times using four
metrics: RMSE, MAE, bias, and accuracy. I calculated these metrics for the overall forecasts,
as well as separately for non-extreme and extreme events, as summarized in Table 3.

Table 3: Model performance metrics across different forecast lead times. This table shows RMSE, MAE,

bias, and accuracy for lead times of 24, 48, and 72 hours, calculated for the overall forecasts, non-
extreme, and extreme events. The best scores are formatted in bold.

Lead time Metric Overall | Non-extremes | Extremes
RMSE [cm] 2.70 2.52 7.20
24t MAE [cm] 1.93 1.86 5.63
Bias [cm] —0.14 -0.04 -4.91
Accuracy (%) | 90.11 84.01 60.00
RMSE [cm] 2.82 2.56 8.72
A3 h MAE [cm] 2.02 1.91 6.96
Bias [cm] -0.04 0.09 —6.24
Accuracy (%) | 90.25 82.33 46.67
RMSE [cm] 2.84 2.49 9.75
7 h MAE [cm] 1.99 1.87 7.64
Bias [cm] —0.05 0.10 —7.04
Accuracy (%) | 90.93 84.43 40.00

For the overall forecasts, RMSE values indicate an increase in forecast errors as the lead time
extends, rising from 2.70 cm at 24 h to 2.84 cm at 72 h. This trend is more pronounced for
extreme events, where the RMSE increases significantly, from 7.20 cm at 24 h to 9.75 cm at 72
h - a deterioration of over 26% over this period. Conversely, for non-extreme events, the RMSE
remains relatively stable across all forecast lead times, ranging from 2.49 cm at 72 h to 2.56
cm at 48 h. The MAE metric follows a similar trend, with errors increasing as the lead time
extends. The MAE for the overall forecasts increases from 1.93 cm at 24 h to 1.99 cm at 72 h.
While the MAE for non-extreme events remains relatively stable, it rises sharply for extreme
events, from 5.63 cm at 24 h to 7.64 cm at 72 h.

The bias metric reveals a slight overall underestimation by the model, which is more
pronounced for extreme events. At the 24-hour lead time, the bias is —0.14 cm for the overall
forecasts, which is larger than at 48 h and 72 h. Although the bias for the overall forecasts and
non-extreme events is close to zero, which is satisfactory, the bias for extreme events becomes
significantly negative, ranging from —4.91 cm at 24 h to —7.04 cm at 72 h. This increasing
negative bias with lead time suggests that the model increasingly underestimates extreme

HF-SLO amplitudes as the forecast horizon extends.

Forecasting accuracy overall and for the non-extreme events remains consistently high, with
accuracy slightly improving at the 72-hour lead time. Specifically, overall accuracy exceeds
90% for all lead times. However, a notable decline in accuracy is observed for extreme events,
decreasing from 60% at a 24-hour lead time to 40% at a 72-hour lead time. The accuracy

thresholds for evaluating forecasts were established based on one standard deviation of the
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ground truth values from the testing period. These thresholds were set at 4.39 cm for the overall

performance, 3.27 cm for non-extreme, and 5.26 cm for extreme events.

Figure 18 provides a scatter plot of forecasted versus observed maximum daily HF-SLO
amplitudes for the three lead times (24 h, 48 h, and 72 h). Each lead time is represented
by a different colour, enabling a clear visual comparison across the forecast horizons. The
scatter plot highlights the overall forecasting accuracy of the model, with points closer to the
diagonal line indicating better predictions. For the 24-hour lead time, the scatter plot shows a
stronger linear relationship between the forecasted and observed values, particularly for extreme
events, indicating better performance in short-term forecasting. The spread of points around the
diagonal is lower for extreme events at 24 h, suggesting lower variance and higher accuracy.
As the lead time increases to 48 h and 72 h, the spread of points broadens for higher amplitude
events, indicating a decline in forecasting accuracy and exposing the systematic bias in the
model’s forecasts. This aligns with the findings from the time series analysis, where the model’s
performance deteriorates with increasing lead time, especially for extreme events. For non-

extreme events, the spread of points around the diagonal remains similar across all three forecast

lead times.
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Figure 18: Scatter plot comparing forecasted versus observed maximum daily HF-SLO amplitudes for
2022 and 2023 across lead times of 24, 48, and 72 hours. Different colors represent the different lead
times, with closer alignment to the diagonal representing higher accuracy.
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To assess the robustness of the model, I trained the best-performing model 10 times, each with
different initial weights and biases. This experiment revealed that initialization can significantly
impact model performance, especially in deep learning. Figure 19 illustrates the MAE across
different sea level amplitude bins for each training run. While the MAE is consistently low for
lower amplitudes (up to 20 cm), it shows greater variability at higher amplitudes (25 cm and
above), indicating increased sensitivity to initialization for extreme events. Notably, in the 25-
30 cm bin, the difference in MAE between the best and worst models is significant, with values
ranging from 5.98 cm to 10.99 cm. Among the 10 models, the one with the lowest MAE for

extreme events (the blue line) was chosen as the best one.
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Figure 19: Histogram showing the Mean Absolute Error (MAE) across different sea level amplitude bins
for 10 training runs with varying initial weights and biases.

4.2 Ablation study

I conducted an ablation study to evaluate the impact of input data and the oversampling
technique on the model’s performance. The study involved removing elements such as the
Richardson number, the frequency spectrum, and the 10% oversampling individually in
separate experiments, retraining the model in each case, and comparing the results to the
best-performing model (analyzed in the previous subsection, hereafter referred to as
Modelg.y). Training and testing were consistent with the original setup, using data from
2003-2020 for training and independent testing set from January 1st, 2022, to December 31st,
2023.

Figure 20 presents the time series forecasts from May to August 2023, a period rich in

extreme events, allowing for a clear comparison of performance across models with different
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ablations at a 24-hour lead time. The best-performing model Modelg. and the ,,No
Richardson number” model (Model,r;) forecasted extreme events more accurately than the
,,No Spectrum” (Modelp,spec) and ,,No Oversampling” (Model,,0s) models, with Modelg. and
Model,.g; performing similarly.
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Figure 20: Time series comparison of forecasts and ground truth from May to August 2023, illustrating
the performance of different model variants after ablation at a 24-hour lead time.

Table 4 further illustrates the differences between these models across performance metrics.
Despite Model,og; having the same accuracy for extreme events (60%) and slightly lower RMSE
and MAE overall and for non-extremes, I selected the Modelg.y as the optimal model as it
outperforms the others in RMSE and MAE for extreme events. Modelg.y also outperforms
Model,.g; in 9 out of 15 extreme events in terms of error, compared to 6 out of 15 for Model,og;.

This focus on extreme events was crucial in the model selection.

Model,ospec variant underperformed compared to the Modelg. in all metrics, making it the
worst-performing among these four models. Model,,os excelled in forecasting non-extreme
events, showing the lowest errors for these cases due to the lack of oversampling, which allowed
it to focus more on non-extremes. However, removing the spectrum and oversampling led to a
significant performance drop in forecasting extremes, with RMSE increasing by 29% and 34 %,
respectively, confirming their essential role in accurate forecasts. Conversely, removing the

Richardson number had the least impact, resulting in a 3% RMSE increase for extreme events.
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Table 4: Model performance metrics for different variants in the ablation study, including overall, non-
extreme, and extreme events. Metrics reported are RMSE, MAE, bias, and accuracy. The best scores are
formatted in bold.

Model variant Metric Overall | Non-extremes | Extremes
RMSE [cm] 2.70 2.52 7.20
Best MAE [cm] 1.93 1.86 5.63
Bias [cm] —0.14 -0.04 —4.91
Accuracy (%) | 90.11 84.01 60.00
RMSE [cm] 2.87 2.57 9.28
No spectrum MAE [cm] 2.10 1.99 7.53
Bias [cm] 0.60 0.76 —6.92
Accuracy (%) | 89.70 82.47 40.00
RMSE [cm] 2.53 2.14 9.64
No oversampling MAE [cm] 1.72 1.59 7.74
Bias [cm] -0.01 0.15 —7.42
Accuracy (%) | 94.37 88.78 40.00
RMSE [cm] 2.63 2.42 7.44
No Richardson number 1\];135 [[ccnrg] _1085 5 —10716 _Z%g
Accuracy (%) | 91.76 85.27 60.00

Bias results also reveal important differences between the models. Model,ospec €xhibits a
positive bias of 0.60 cm overall, which is higher than Modelg.y, and indicates a tendency to
overestimate values in non-extreme cases. Model,,0s, Wwhile showing the lowest bias overall,
demonstrates a significantly higher negative bias (—7.42 cm) for extreme events, reflecting its
weaker performance in forecasting extremes. In contrast, Modelg.’s bias showcases its more

balanced performance across all scenarios.

Figure 21 displays the MAE values across different HF-SLO amplitude bins for each model
variant. Modelg.y generally showed the lowest errors across the bins, particularly in the higher
amplitude ranges, though all models performed solidly at lower amplitudes. The difference is
most notable in the 25-30 cm bin, where Modelg.'s MAE (5.98 cm) was significantly lower

than that of the Model,ospec (10.22 cm), representing an increase of approximately 71%.

4.3 The impact of oversampling, batch size, domain and smoothing

I conducted alternative training configurations to evaluate the impact of varying oversampling
ratios (20%, 30%, and 50%), batch sizes (64 and 256), spatial domain (Mediterranean), and
frequency spectrum smoothing on the model’s performance. These were done in separate
experiments. I retrained the model in each case and compared the results to the best-performing
model, Modelg.. Training and testing were consistent with the original setup, as described in

the previous subsection.
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Figure 21: Mean Absolute Error (MAE) values across different HF-SLO amplitude bins for each model
variant in the ablation study.

Figure 22 also presents the time series forecasts from May to August 2023 across models with
different modifications at a 24-hour lead time. Visually, the “Oversampling=30%" (Modelps30)
and “Batch size=64" (Modelgsss) models performed most similarly to Modelg.y. All other
models performed worse at forecasting extreme events, although they generally performed
satisfactorily for lower amplitudes. Notably, the “Mediterranean domain” model (Modelyeq)

visually underperformed in the lower amplitude ranges.

Table 5 further illustrates the differences between these models across the performance
metrics. After Modelg.y, models Modelgsss and Modelyeq, both with 53.33% forecasting
accuracy performed best. The other models, such as Modelpsyy, Modelpssg, Modelgsyss, and
Modelyyspee, €ach achieved 40% accuracy for extreme events. For non-extreme events,
Modelgs,s¢ reached the highest accuracy of 86.26%, with the other models showing slightly
lower but still satisfactory accuracies. The greatest increase in RMSE for extreme events was

seen in Modelynspec and Modelpssg, with a rise of approximately 17% compared to Modelgeg.

Bias analysis reveals that most models tend to overestimate the target values, showing a
positive bias in forecasting, except for Modelg.y and Modelyq, Which exhibited a slight
negative or neutral bias overall and for non-extreme events. The lowest bias in forecasting
extreme events was recorded by Modelgggs (—4.61 cm), followed by Modelgey (—4.91 cm).
The highest bias for extreme events was observed in Modelyeg (—6.08 cm) and Modely,spec
(—6 cm).
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Figure 23 also displays the MAE values across different HF-SLO amplitude bins for each
model variant. Modelgy generally showed the lowest errors across the bins, especially in
the higher amplitude ranges (20-30 cm bins and 35-40 cm bin), although it underperformed
compared to Modelyqg and Modelggys¢ in the 30-35 cm bin. However, these two models
generally showed less effective performance across the other bins. All models performed

consistently well at lower amplitudes, with Modely.q showing the weakest performance here.
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Figure 22: Time series comparison of forecasts and ground truth from May to August 2023, illustrating
the performance of different model variants with various modifications at a 24-hour lead time during
alternative training configurations.
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Table 5: Model performance metrics for different variants in the alternative training configuration
study, including overall, non-extreme, and extreme events. Metrics reported are RMSE, MAE, bias,
and accuracy. The best scores are formatted in bold.

Model variant Metric Overall | Non-extremes | Extremes

RMSE [cm] | 2.70 2.52 7.20

Best MAE [cm] 1.93 1.86 5.63
Bias [cm] —0.14 —0.04 —4.91

Accuracy (%) | 90.11 84.01 60.00

RMSE [cm] 2.70 2.47 8.11

. MAE [cm 1.96 1.86 6.62
Oversampling=20%  |—¢o [[cm]] 0.35 0.47 557
Accuracy (%) | 90.66 84.15 40.00

RMSE [cm] 2.71 2.49 7.79

. MAE [cm] 1.95 1.86 6.34
Oversampling=30% |\ —po T 0.23 0.39 —5.13
Accuracy (%) | 91.48 83.73 46.67

RMSE [cm] 2.71 2.45 8.40

) MAE [cm] 1.92 1.81 6.90
Oversampling=50% |\ —p= Tem] 0.19 0.32 —5.75
Accuracy (%) | 92.03 84.71 40.00

RMSE [cm] 2.75 2.54 7.80

) MAE [cm] 2.01 1.93 6.20

Batch size=64 Bias[cm] | 0.81 0.93 461
Accuracy (%) | 91.21 83.31 53.33

RMSE [cm] 2.62 2.37 8.12

. MAE [cm] 1.89 1.79 6.65
Batch size=256 Bias cm] | 0.30 0.43 582
Accuracy (%) | 91.90 86.26 40.00

RMSE [cm] 2.81 2.59 7.99
Mediterranean domain 1\]/3[;:]55 [[Ccnr?]] _20012 5 (1)(9)(2) _6655 3
Accuracy (%) | 90.11 84.29 53.33

RMSE [cm] | 2.64 2.37 8.44

Unsmoothed spectrum MAE Lem] 1.86 1.76 6.69
Bias [cm] 0.10 0.23 —6.00

Accuracy (%) | 91.35 84.01 40.00
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Figure 23: Mean Absolute Error (MAE) values across different HF-SLO amplitude bins for each model
variant in the alternative training configuration study.
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5 Discussion and Conclusion

High-frequency sea level oscillations are rapid fluctuations in sea level that occur over short
time scales, typically ranging from minutes to a few hours. These oscillations can be driven by
various factors, including atmospheric disturbances such as pressure changes, wind bursts, and
seismic activity. Key phenomena include seiches - standing waves in enclosed or semi-enclosed
basins, and meteotsunamis - long ocean waves generated by atmospheric disturbances such as
gravity waves or pressure jumps. Unlike predictable tidal changes, these oscillations are sudden
and can cause significant short-term sea level variations, especially in low-tidal regions such
as the Mediterranean, where they pose risks of coastal flooding and damage, making accurate

forecasts crucial.

In this thesis, I developed a deep learning model capable of forecasting the maximum daily
height of high-frequency sea level oscillations in Bakar Bay. The model demonstrated high
accuracy for non-extreme events and showed promising potential for forecasting extreme
events, highlighting the capability of deep learning models to achieve even greater precision
with further refinement. The results validate the effectiveness of the proposed model,
particularly in its handling of extreme events. Among the various configurations explored, I
identified the best-performing model, which integrated atmospheric and tide gauge data with

an oversampling technique that ensured adequate exposure to extreme events during training.

The performance analysis across different forecast lead times showed that the model was
most effective in short-term forecasts. At a 24-hour lead time, the model achieved an RMSE
of 2.70 cm, an MAE of 1.93 cm, and a bias of —0.14 cm. Its accuracy in forecasting extreme
events was 60%, outperforming other configurations. However, as the forecast horizon extended
to 72 hours, performance declined, with RMSE increasing to 2.84 cm and accuracy for extreme
events dropping to 40%. This decline is consistent with the inherent uncertainty of longer-range

forecasts, a common challenge in predictive modeling.

The ablation study highlights the critical importance of specific model components. The
inclusion of the frequency spectrum and the applied oversampling technique significantly
enhanced the model’s ability to forecast extreme events. Conversely, removing the Richardson
number had the least impact, likely because the atmospheric variables it represents were
already included independently in the model. These findings highlight the value of
incorporating diverse and relevant input features and the role of oversampling in improving the
model’s capacity to forecast these rare events. The best-performing model consistently

outperformed others in forecasting extreme events.

Further analysis of alternative training configurations highlighted the influence of training
parameters on model performance. Adjustments to oversampling ratios and batch sizes had
notable effects, with the best performance observed when using a 30% oversampling ratio and a

batch size of 64, after the best-performing model. The Mediterranean domain model, however,
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underperformed, suggesting that a smaller spatial domain, such as the Adriatic, is sufficient for

accurate forecasts in this context.

The downsampling in the architecture was performed primarily to reduce the dimensionality
of the input feature maps, making model training more memory-efficient within the available
computational resources. However, since max-pooling was applied as the first operation on
the raw input data, it may not have had the benefit of learned context to determine which
features are most relevant. As a result, max-pooling simply reduces the input by retaining the
maximum values in each pooling window, which could potentially discard lower but significant
values, such as a low Richardson number indicating atmospheric instability. This trade-off was
necessary to manage the computational demands of the model, but it does highlight a potential

area for further optimization.

Future research could benefit from integrating real-time mesoscale atmospheric data that
could capture atmospheric disturbances on smaller spatial scales to further enhance the
accuracy of forecasts, particularly for extreme events. Extending the input data time range to
include longer historical data windows may also improve the model’s understanding of
temporal dynamics, though previous studies [68] suggest that this approach may not always
yield better results. The broader significance of this research lies in its potential to influence
the development of more accurate early warning systems for coastal hazards, particularly in

regions vulnerable to extreme sea level events.
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Appendix A

def

def

def

butter_bandpass(lowcut, highcut, fs, order):

nyg = 0.5 = fs

low = lowcut / nyqg

high = highcut / nyqg

sos = butter(order, [low, high], analog=False, btype='band',
output='sos"')

return sos

butter_bandpass_filter(data, lowcut, highcut, fs, order):
sos = butter_bandpass(lowcut, highcut, fs, order=order)
y = sosfiltfilt(sos, data)

return y

compute_psd(times, sealevels):

# Computes Power Spectral Density (PSD)
import numpy.fft as fft

# Remove NaNs

timesnn = times[~np.isnan(sealevels) ]

sealevelsnn = sealevels[~np.isnan(sealevels)]

len(timesnn)

range(n)

dataFFT = abs(fft.fft(sealevelsnn))

dataF = fft.fftfreqg(sealevelsnn.size, t[1]-t[0])
periods = 1. / dataF[range(int(n/2))]

spectrum = dataFFT[range(int(n/2))]

return periods, spectrum
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Appendix B

import torch, torch.nn as nn

class Model(nn.Module):
def __init_ (self):

super () .__init_ ()
drop = .1

# 4D INPUTS
self.atmo_spatio_temporal = nn.ModuleList ()
for 1 in range(6):

self.atmo_spatio_temporal.append(nn.Sequential(

nn.MaxPool3d(kernel_size=(1, 2, 2), stride=(1,

nn.LazyConv3d(64, kernel_size=(2, 3, 3),

2, 2)),

stride=(2, 3, 3)), nn.ReLU(), nn.Dropout3d(drop),

nn.LazyConv3d(256, kernel_size=(1, 3, 3),

stride=(1, 3, 3)), nn.ReLU(), nn.Dropout3d(drop),

nn.LazyConv3d(512, kernel_size=(1, 3, 4)),
))

self.atmo_temporal = nn.LazyConvld(256, kernel_size=5)

self.atmo_residual = nn.ModuleList ([

nn.Sequential(nn.LazyConvld(256, kernel_size=1),

nn.SELU(), nn.Dropoutld(drop)),

nn.Sequential(nn.LazyConvld (256, kernel_size=1),

nn.SELU(), nn.Dropoutld(drop)),
1

# 1D INPUTS
self.diml = 2 %% 9
self.dim2 = 2 =*x 13

self.atmo_ssh = nn.ModuleList ([

nn.LazyLinear(self.diml),

nn.LazyLinear(self.diml),

nn.LazyLinear(self.diml),

nn.ModuleList ([
nn.Sequential(nn.LazyLinear(3 * self.diml),
nn.Dropout (drop) ),
nn.Sequential(nn.LazyLinear(3 #* self.diml),
nn.Dropout (drop) ) ,
nn.Sequential(nn.LazyLinear(3 * self.diml),
nn.Dropout (drop) ),

nn.Sequential(nn.LazyLinear(3 * self.diml),

nn.

nn.

.SELU() ,

SELU() ,

SELU() ,

.SELU() ,
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def

nn.Dropout (drop) ),
D,
nn.LazyLinear(self.dim2),

D

# FINAL

self.final = nn.LazyLinear(3)

forward(self, gq, u, v, Ri, t, msl, z, sshhf_input,

batch_size = g.shape[0]

# PROCESSING 4D INPUTS
encodings = []
for i, x in enumerate(((u, v), gq, Ri, t, msl, z)):
if type(x) == tuple:
x = torch.cat(x, dim=2)
if len(x.shape) == 4:
x = x[:, :, None]
x = x.permute(0, 2, 1, 3, 4)
x = self.atmo_spatio_temporall[i](x)
x = x.squeeze(4).squeeze(3)

encodings.append(x)

# joining and applying temporal block

x = torch.cat(encodings, dim=1)
x = x.view(batch_size, x.size(l), -1)
x = self.atmo_temporal(x)

for layer in self.atmo_residual:
X = X + layer(x)

features_from_4D_inputs = x.view(batch_size, -1)

# PROCESSING 1D INPUTS
x = torch.cat ((
self.atmo_ssh[0](sshhf_input),
self.atmo_ssh[1](sshhf_spectrum),
self.atmo_ssh[2](features_from_4D_inputs),
), dim=1)
for layer in self.atmo_ssh[3]:
X = X + layer(x)

features = self.atmo_ssh[4](x)

# FINAL

x = self.final(features)

return x

sshhf_spectrum) :
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